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BradGPT, A Concept for an AI assistant for CPSC 183

1. Overview
We built a front-end web application on Hugging Face that leverages the OpenAI API to create
"BradGPT," an AI teaching assistant that (sometimes) emulates Brad's distinctive teaching style and can
engage with students about course content. The project combines several key components: a large
language model for generating human-like responses, a custom system prompt that attempts to capture
Brad's personality and teaching style, and a retrieval-augmented generation system that allows the AI to
access specific course materials and readings. The end result is a web interface where students can ask
questions about the course and receive responses that sound kind of like Brad and are also (usually)
grounded in actual course content.

2. LLM initialization
We used the OpenAI API in Python, specifically initializing gpt-4o-mini, which is a variation of the
model that powers ChatGPT. While ChatGPT is a consumer-facing product with a fixed interface,
gpt-4o-mini provides direct API access with more control over parameters and integration capabilities.
We chose this model for several reasons:

● Large context window (16k tokens) that can accommodate both retrieval results and conversation
history

● Decent performance on complex tasks involving legal and technical concepts
● Cost-effective compared to larger models while maintaining reasonably high quality output
● Reliable API access and good documentation

The temperature parameter, which regulates the model’s randomness in generating responses, is set to 0.7,
striking a balance between deterministic responses (temperature = 0) and more creative ones (temperature
= 1). This setting allows BradGPT to maintain factual accuracy while incorporating a bit of
unpredictability alongside Brad’s characteristic speaking and writing styles.

2. System Prompt
A system prompt is a set of initial instructions given to an LLM that guides its behavior and sets the
context for its responses. We collected all of our notes and emails from the entire semester and to generate
an underlying system prompt for BradGPT to guide its behavior. The system prompt specifically instructs
the model to try to replicate Brad's distinctive teaching style, including his tone, use of profanity when
appropriate, engagement of legal and technical concepts in an accessible way and so on. We also included



specific response patterns, such as correcting anyone who calls him "Professor" and chastising students
who do not do readings or reading responses. It loves to perform these behaviors, often more than it
should. We spent quite a bit of time trying to distill a semester’s worth of notes and observations into a
system prompt. We tried to capture as much as possible, as efficiently as possible. The system prompt we
arrived at, in full:

3. Retrieval and Knowledge base
Rather than relying on pre-training for specific facts or information, LLMs can be augmented with
retrieval systems, allowing them to search a prespecified database for specific and pertinent information
to a specific subject. For example, a retrieval pipeline could be useful for BradGPT if a student wanted
information about grading details for the course or other knowledge a base model like ChatGPT wouldn’t
have.

In principle, all of the readings and textual content from the course could be stored in such a
database. But it is an extremely time-consuming and generally annoying task to chunk the text and format
it properly for the system (i.e., literally copy-pasting each text, paragraph by paragraph, separated by page
numbers, followed by specific encoding and formatting). Additionally, a large retrieval database causes
significant latency for the model's generation—essentially, it makes it super fucking slow, especially when
it's being called through the web front end on Hugging Face (on a free, basic CPU plan) and through the
OpenAI API. For these reasons, we wanted to build up BradGPT as a "proof of concept" for a full-fledged
AI course assistant by starting with 25 materials from the course as the MVP retrieval components,
including articles, cases, the course syllabus, and several of Brad's emails regarding course administrativa:



Retrieval System Components:

● The Case of The Speluncean Explorers
● Toward a Fair Use Standard
● The Selfish Gene by Richard Dawkins (Chapter 11 – Memes: the new replicators)
● CAMPBELL v. ACUFF-ROSE MUSIC
● WARNER BROS. ENTERTAINMENT INC. and J.K. ROWLING
● Counterman v. Colorado (Barrett's Dissent)
● New York Times v. Sullivan
● Warhol v. Goldsmith (Kagan's dissent)
● Capitol Records v. ReDigi (2nd Cir 2018)
● Kyllo v. United States, 533 U.S. 27 (2001)
● Constitution Art 1 Sec. 8 clause 8
● 17 USC §102, 103, 105, 106
● Ron Wyden: I wrote Section 230
● The Scarcest Resource You Don't Even Know You're Spending
● In the Future, Our Attention Will Be Sold
● The Supreme Court Reins In the CFAA in Van Buren
● 2024 Section 1201 Exemptions
● 2021 DMCA Rulemaking
● Supreme Court Won't Hold Tech Companies Liable for User Posts
● Census of Cyberspace Censoring
● When Kids Realize Their Whole Life Is Already Online
● The D.C. Circuit's opinion in Mozilla v. FCC: What does it mean?
● Jonathan Zittrain, The Future of the Internet and How to Stop It
● Law, Technology, and Culture Syllabus
● Various emails from Brad (Reading Response, Midterm, No Class, Projects and Grades)

The retrieval system is itself implemented in Python using LangChain, a framework for developing
applications alongside language models. Specifically, we rely on LangChainOpenAI and
LangChainRetrieval to handle the API calls to OpenAI's embedding model (for converting text chunks
into vectors) and to the gPT-4o-mini model for generating responses.

4. Deployment
We deployed BradGPT on Hugging Face spaces, so it’s usable by anyone. Each API call charges to
Alex’s OpenAI account, which has a pre-loaded balance of ~$10. Each generation, at current token rates,
remains under a penny. The interface is built using Gradio, which provides a simple way to create web
interfaces for machine learning models.



5. Usage Examples (when it “works”)
Here are some use cases we found variously interesting, amusing, or impressive:

It exhibits healthy cynicism about AI’s current capabilities.

It sometimes captures Brad’s common phrases well:

And it often exhibits a reasonably good understanding of the course administrativa based on its retrieval
system (including facts not included in the system prompt):



6. More Usage Examples (when it fails)

The most common failure case for BradGPT is its frequent use of “I don’t know” in responses, even to
questions that it should know the answer to. We believe this reflects more a weakness in its retrieval
system than an issue with gpt-4o-mini itself; the model is specifically trying to avoid “hallucinations” or
false references from its vector store and retrieval system. Basically, the thing wants to avoid fucking up
at all costs, which makes it temperamental and overly-cautious.

For example, the model may respond effectively to “What is New York Times v. Sullivan about?”

But if changed to “What is NYT v. Sullivan about?” it fails.



This apparently results from the fact that the vector database refers to the case specifically as “New York
Times v. Sullivan.”

This highlights a major challenge in building LLMs with retrieval systems, where we essentially
have to balance preventing hallucinations with the model’s ability to make obvious connections. Perhaps
the best example of this: A question about a basic math operation results in the model looking for an
answer in its retrieval system—

Changing the prompt diverts the model from its retrieval system, resulting in a better answer:



The best way to work around the “I don’t know” responses is to explicitly tell the model “Feel free to
think about this beyond the course materials” or something similar, which will often get it to give a real
answer.

7. Conclusion—Could a BradGPT actually work?
Definitely not in its current form. Anybody testing this thing will quickly see its shortcomings, including
the notable weaknesses of its retrieval system. But there are a few things that could be done to make it
better:

Things to try today:

1. Trying with a better (and more expensive) LLM like Claude 3.5 Sonnet via the Anthropic API.
2. Building in a memory system, for example via LangChain’s ConversationalBufferMemory

package and Hugging Face’s full chatbot interface on a paid GPU plan
3. A more extensive retrieval system with more coverage of the course materials, access to

transcripts of Brad’s lectures, and so on



More speculative things to try:

4. If we had a lot more of Brad’s text or speaking, we could conceivably fine tune a model (i.e.,
tweak its underlying parameters) to behave more like him, even without system prompting

5. With a good working model, Brad or TAs like Ryan could provide feedback on responses as part
of a reinforcement learning pipeline (“Reinforcement Learning via Human Feedback”), as was
done to train ChatGPT

6. Multimodal integration—for example, an audio clone of Brad actually speaking to you is already
possible with enough clear audio data using ElevenLabs. In the future, a synthetic Brad avatar
could likely serve as a real course assistant, backed by an enhanced BradGPT as the script
generator

8. Sources

BradGPT: https://huggingface.co/spaces/datboyalex/bradgpt

GitHub repository (code, requirements, system prompt, database):
https://github.com/alex-amari/bradgpt/tree/main

Gpt-4o-mini documentation: https://platform.openai.com/docs/models#gpt-4o-mini

LangChain Retrieval documentation: https://python.langchain.com/v0.1/docs/modules/data_connection/
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